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Carrier-Phase-Based Initial Heading Alignment for
Land Vehicular MEMS GNSS/INS
Navigation System

Tisheng Zhang™', Shan Liu

Abstract—For a micro-electromechanical system (MEMS)-
based inertial navigation system (INS) and global navigation
satellite system (GNSS) integrated system in land vehicular
applications, rapid and accurate initial heading alignment is still
a challenge. We propose an initial heading alignment method
for MEMS INS using the GNSS carrier-phase measurement,
based on the basic principle of trajectory similarity. The pro-
posed method performs “trajectory matching” in the line-of-sight
direction of satellites, where the angle is obtained by comparing
the actual observed time-differenced carrier phase (TDCP) and
INS-derived TDCP. Experimental results show that the initial
heading could be determined accurate to 0.65° and 1.68° at
a 95% confidence level within 5 s under open-sky conditions
and in typical urban environments, respectively, using a typical
MEMS inertial measurement unit (e.g., STIM300, Safran Sensing
Technologies Norway) and high-quality GNSS receiver (NovAtel
OEMS6). The proposed method is also verified using a low-cost
GNSS receiver and low-cost inertial measurement unit (IMU)
chip under different environments. The proposed method per-
forms better than existing approaches in terms of time efficiency
and accuracy.

Index Terms— Carrier phase, global navigation satellite system
(GNSS)/inertial navigation system (INS) integration, initial align-
ment, micro-electromechanical system (MEMS) inertial measure-
ment unit (IMU), time-differenced carrier phase (TDCP).

I. INTRODUCTION

N inertial navigation system (INS) can navigate

autonomously without relying on external informa-
tion [1], which is based on dead reckoning (DR) navigation.
The states of this system, including position, velocity, and
attitude, must be initialized before the start of navigation.
When compared to the identification of the initial attitude, the
initialization of position and velocity is significantly easier
because the initial position and velocity can be accurately
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provided by a global navigation satellite system (GNSS).
Traditionally, the initial alignment in a high-precision INS
varies from that in a low-cost INS because of the distinct
noise characteristics. In a high-quality inertial measurement
unit (IMU), the traditional static alignment method performs
attitude initialization by sensing the local gravity and rota-
tion rate of Earth, which is called coarse alignment of the
static alignment. Moreover, the pitch and roll of a micro-
electromechanical system (MEMS) IMU can be determined
using an accelerometer by sensing the gravity of Earth under
the existence of a large local gravity. However, it is difficult to
initialize the heading. Limited by technical and technological
factors, the gyro bias instability is usually more than 15%
[2], [3]. Thus, the low performance of MEMS gyroscopes has
resulted in challenges in heading initialization. Consequently,
heading initialization has currently become an important and
popular issue in the field of inertial navigation.

When analyzing dynamic scenes in vehicle navigation, aux-
iliary information must be provided for the heading alignment
of the MEMS IMU. Common auxiliary information includes
GNSS data [4], [5], odometer readings [6], [7], and Doppler
velocity logs [8], [9], [10]. For example, the initial heading
can also be determined using a pair of antennas mounted on
the same vehicle [11]. When the INS is in motion, the vehicle
heading can be determined from the GNSS velocity vector
projected in the horizontal plane [11], [12] or determined from
the GNSS trajectory [4], [13, p. 207]. These methods are
straightforward, but the accuracy degrades when the vehicle
turns and becomes unreliable at low speed.

For a more general solution, in recent years, two pri-
mary methods have been developed to implement a coarse
alignment of the in-motion vehicle scene [14]: 1) Kalman
filtering-based coarse alignment methods [3], [15], [16] and
2) optimization-based iterative method [7], [17], [18], [19],
[20], [21]. The Kalman filtering-based method usually mod-
els the state errors accurately; therefore, accurate heading
results can be obtained using this method. However, this
method requires a long convergence time [22]. Han and
Wang [3] proposed a two-stage Kalman filtering algorithm for
low-cost INS, reporting 0.3° heading alignment accuracy in
approximately 150 s. Wang et al. [14] proposed an adaptive
unscented Kalman filter (KF) for the MEMS-based navigation
of an unmanned aerial vehicle, whose root-mean-square error
(RMSE) of the yaw angle was 0.059° for a convergence time
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of 80 s. The optimization-based method is an innovative solu-
tion, which transforms the attitude alignment problem into a
continuous attitude determination problem using infinite vector
observation [23]. However, this method also requires a long
convergence time [24]. Zhang et al. [2] proposed a velocity-
based optimization-based alignment (OBA) method, reporting
a 4° heading alignment accuracy within 60 s. Wei et al. [25]
proposed a carrier Doppler-based initial alignment under low
satellite visibility that required approximately 40 s to converge
to 1.57° of average heading estimation error. Nowadays, sev-
eral application scenarios require fast initialization capabilities
for INSs equipped with MEMS IMUs [26]. The accuracy and
the rate of initialization are significant. Therefore, a rapid and
accurate initialization method is required.

A rapid and accurate INS alignment method was proposed
in [12], specifically for tilted real-time kinematic (RTK)
receivers. This method calculates the initial heading as the
angle between the INS- and RTK-indicated increment vectors
of the antenna phase center position in the horizontal direction
based on the fact that the INS- and RTK-indicated trajectories
are similar in shape but with a rotation of the heading error.
This method is able to determine the IMU’s initial heading
angle accurately within only 2 s, thus resulting in a better
performance in terms of both time efficiency and accuracy.
However, this method requires the constraint of rigid body
motion and is not suitable for land vehicular systems.

From the literature review, we notice that rapid and accurate
heading alignment for land vehicular GNSS/INS integrated
systems is still a challenge. We try to address this issue by
proposing an initial heading alignment method using the time-
differenced carrier phase (TDCP) that most GNSS receivers
can generate [27]. This present work is inspired by the
previous work [12], and the initial heading angle is determined
based on the basic principle of trajectory similarity, but using
the underlying measurement, i.e., delta carrier phase, instead of
the GNSS positioning solution. The contribution of the present
work is given as follows.

1) We use the TDCP for the first time as aiding to deter-
mine the initial INS heading based on the principle of
trajectory similarity. The benefit of performing matching
in the carrier-phase level is that the GNSS base station
is no longer needed to enhance the accuracy. It performs
well even when there are fewer than four satellites
available. Thus, the proposed method is much more
flexible and valid under different conditions.

2) The initial heading could be determined accurately at
confidence level in only 5 s using typical MEMS IMU
and GNSS receiver under open-sky conditions, which
performs significantly better than the existing method
in terms of time efficiency and accuracy. The proposed
method is also verified using a low-cost GNSS receiver,
IMU, and in challenging urban condition.

II. METHODOLOGY

In this section, an overview of the approach is first pre-
sented. Then, we have described the proposed algorithm in
detail. The implementation of the approach is presented finally.
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Fig. 1.  TIllustration of the initial heading alignment principle. (a) Top

view of the true trajectory, DR-derived trajectory, and satellite. The true and
DR-derived trajectories are similar in shape in the horizontal plane, but with
a rotation of the heading error Ay. (b) Front view of the trajectories and
carrier phase. Trajectories can be projected onto the LOS direction based on
azimuth and elevation angle.

A. Principle of the Proposed Method

Fig. 1 shows the principle of the initial heading align-
ment. In the alignment phase, the host vehicle moves on
the ground, and synchronized raw IMU data and carrier-
phase measurements of the GNSS receiver are transmitted
to the alignment calculator. The GNSS receiver needs to
continuously output the carrier phase of at least one satellite
within the alignment period. The top of Fig. 1 shows the
trajectog\of the vehicle in the local horizontal plane. In th_1)s
figure, OA is the actual trajectory of the vehicle and OA
is the position irﬁlgment vector, i.e., delta position vector
denoted by Ar. OB is the DR-derived trajectory obtained
ﬂlg IMU measurements, which is explained subsequently.
OB is the DR-derived position increment vector, i.e., delta
position vector denoted by A7. Line A’OB’ is the horizontal
projection of the vector from the starting point of align-
ment to a given satellite, i.e., the line-of-sight (LOS) vector.
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A’ and B’ are the projection points of A and B, respectively,
on the horizontal LOS. From this figure, we obtain

Aa + Aé + Ay = 180° (1)

where Ay is the deviation of the arbitrarily given initial
heading from the true heading, which is to be determined in
the alignment. Equation (1) implies that as long as Aa and
Aé can be determined, Ay can be calculated, and the initial
heading solution can be obtained.

In the bottom of Fig. 1, all the points are in the vertical
plane passing through the LOS. From Fig. 1, we obtain

|OA”|  |0OA'lcosf  |OA|cos Aa
|OB”| ~ |OB'Icos§  |OB|cos AG'

)

Consider that the lengths of trajectories OA and OB are
equal, i.e., |OA| = |O B]|. From (2), we obtain

|OA"|  cos Aa
|[OB"|  cos Ad’

Thus, the procedure for determining Ay, i.e., initial heading
alignment, is given as follows.

1) Compute the DR-indicated trajectory (refer to
Section II-B) using travel distance and gyro-derived
attitude by arbitrarily assigning an initial heading yq of
the INS (usually 0), where the given heading y has a
deviation Ay from the actual initial heading. Thus, the
determination of the initial heading means calculating
Aw. We have proven in previous research [12] that the
DR-derived and true trajectories are similar in shape
but with a rotation of Ay, as s shown in Fig. 1(a).

2) The azimuth of vector OB is derived from the
DR-derived positioning solution. The azimuth of the
satellite can be calculated based on the satellite position
and the initial position of the vehicle. Then, the angle
between azimuth values of the trajectory vector and
satellite Ad can be determined.

3) |OA”| and |O B"| are the lengths of the trajectory along
the LOS direction. |OB”| can be derived from the DR
positioning solution, and |O A”| can be measured from
the carrier-phase measurement of the GNSS receiver,
which is derived in detail in Section II-C. Thus, Aa
can be calculated according to (3).

4) According to (1), using Ad from step 2 and Aa from
step 3, the initial heading error Ay can be calculated.

3)

B. DR Position Computation

The vector r = [B L H]T describes the position of the
vehicle in the geodetic coordinate system. B, L, and H rep-
resent the geodetic latitude, longitude, and ellipsoidal height,
respectively. The DR position can be updated by the following
equations:

B = By 4 — N )
Lo Ry + Hia
ASE
L, = L1+ 5
k k=l (Ry + Hy—1)cos By ©)
Hy = Hy1 — Asp (6)
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where Ry, and Ry are the radii of curvature along the lines
of constant longitude and latitude, respectively [28]. As”" =
[ASN Asg ASD] represents the position incremental vector
with components between times k and k — 1 in the north, east,
and down directions in the north—east—-down frame (n-frame).

The n-frame position incremental vector As” can be
obtained from the position incremental vector As’(#) in the
vehicle frame (v-frame, whose x-axis is consistent with the
forward direction of the vehicle, z-axis points downward, and
y-axis points outward) using the following equation:

As" (tr) = Cp(t)Ch (tx) As® (1) (7)

where Cj, represents the rotation matrix that projects the vector
from the b-frame (IMU body frame, whose axes are the same
as those of the IMU) to the n-frame. C’ represents the
rotation matrix that projects the vector from the v-frame to the
b-frame, which is determined by the IMU mounting angles.
The position incremental vector As”(#;) in the v-frame can be
expressed as an integral of the velocity

173
As’ (1) :/ v’ (z)dr )
Tr—1
where v” is the velocity vector in the v-frame, whose ele-
ments are zeros, except for the first one, and is expressed as
v’ = [0 0 0], which can be easily obtained from the GNSS

position result or odometer output.

The attitude is updated with the direction cosine matrix
based on the gyro output. The progress in update from time
tr—1 to t; is based on the direction cosine matrix chain
rules [29], which are formulated as follows:

n k) ~ n b(k—1)
C,(t) = CZ(k) ~ Chiuy = Ch—1)Cph 9)
Coio " = Is + sin g () + (1 — cos p) (e x)* (10)

1
O = Ay + Ay X Ayy (11)

12

where Cj, represents the rotation matrix that projects the vector
from the b-frame to the n-frame, ¢, is the rotation vector,
and u; is the unit rotation vector along ¢,. Ay,_, and Ay,
are incremental angle measurements of the IMU. I3 is a
3 x 3 identity matrix. (-x) represents the cross-product
(skew-symmetric) form of a given 3-D vector.

C. Initial Heading Angle Computation

The carrier-phase measurement from the ith satellite is
formulated as

p=2""d+ot,—tY —IT+T)+N+ey (12)

where d represents the absolute LOS distance between the
satellite and the receiver, t¢) and &, are the satellite and
receiver clock errors, respectively, / and T are the ionosphere
and troposphere propagation errors, respectively, and N is the
carrier-phase integer ambiguity [30].

Since the proposed method is able to determine the initial
heading angle in a short time, e.g., 5 s, in such short period of
time 6t®), I and T change slowly, N is fixed, and J7, can be
estimated by the receiver positioning. Therefore, TDCP Agbé,t
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from the ith satellite between time O and 7 is primarily caused
by the distance between the satellite and the receiver.
For simplicity, the TDCP can be expressed as

Ay, = ¢l — ¢y ~ 27" (d] — d)
=17 (e} - d} — ¢f - dp)
= 27'e} - (d — Ary — Ar}) — € - dy]
= 17'[(ef —€p) - dy+ e - (—Ari — Ar,)] (13)

where e and d are the unit vectors in the direction of satellite
and the position vectors from the receiver to the satellite,
respectively, with subscripts 0 and ¢ indicating the epoch
and superscript i indicating the satellite. Ar is the position
incremental vector between ¢t and O epochs and subscripts u
and s represent the user and satellite, respectively.

As the magnitude of ||e; — ep|| is small, even if the error
of dy reaches 100 m, its influence on the distance can be
neglected. Thus, (13) can be approximated as

Mgy~ i e (~AF — Ar)]

= 17" (—Ad! — Ad,) (14)

where Adj and Ad, are the ith satellite and user movements
along the LOS direction, respectively. Therefore, the TDCP
can be divided into two parts: the influence of satellite and
receiver movements.

The distance of the receiver position increment along the
LOS Ad, can be expressed as

Ad, = ei “Ar, = ei (S_l Ar::) (15)

Ar? denotes the user position incremental vector expressed
in the n-frame. S is the coordinate transformation matrix that
transforms the Cartesian coordinates to the n-frame

—sinBcosL —sinBsinL cos B
S = —sin L cos L 0 (16)
—cosBcosL —cosBsinL —sinB

where B and L are the latitude and longitude of the origin of
the n-frame, respectively, and S is an orthogonal matrix that
has determinant 1. Therefore, (15) can also be expressed as

. 1 .

Ad, =€ (S7'Ar]) = Ed“fs—'mg
1 1
d d
where d' denotes the absolute LOS distance between _th;:
GNSS receiver and the ith satellite. d*' = [Ad)’c Ad, Ad;]
describes the vector from the GNSS receiver to the satellite in
Cartesian coordinates, and it can be equivalently expressed as
a vector d™ = [Adl, Ady; —Ad,]" in the n-frame.

By retaining the horizontal coordinate components of the
vector, we obtain

(Sd<')" Art = —d™T Ar (17

1 4 . .
Ad, = E(Ad}VAru,N + AdpAry g+ AdyAr,y)

1 )
= Aduj[.] + EAdi/Aru,U
where Ad, g is the horizontal component of the user move-
ment along the LOS direction and Ar, n, Ar, g, and Ar, y

(18)
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are the north, east, and up components of the user position
incremental vector Ar’,, respectively.

The elevation angle 8 and azimuth oy of satellite i can be
calculated based on the observation vector

Ad:
0= arcsin( _U) (19)
dl
Ad:
oy = arctan( £ ) (20)
Ady,
Thus, (18) can be transformed as follows:
1 . .
Adu,H = E(AdlEAr”:E + Ad;VAM, rN)
VAR + Ady
- a
o Ad:. Ary g
JAdZ + AdR A2+ A2
i Ad;\, Aru,N
JAdZ + AdR \JAr2 4+ AR,
X 4/ AriE + AriN
= cos 0(cos a,, cos a, + sin a, sin a,)|Ar’|
= ‘Arﬁ ] cos(a, — ay) cosé. 20

o, denotes the azimuth of the user movement, which can
be expressed as follows:
Al"u’E )
Aru,N .

After the above transformation, we can estimate TDCP
based on the azimuth, elevation angle, and length of the
vector Ar’. Substituting (21) into (14) and (18), we obtain

o, = arctan( (22)

. . 1 .
Agh, =2"" (—Ad; — Adyy — EAdi,Aru,U)

= /1_1 ( B Ad; - |ArZ| COS(au N aS)Cose

= (23)

1 ‘

— —Ad{,Aru,U).

The increment in the carrier phase between the start and
the end of the actual vehicle trajectory is called observed
TDCP Ag. The increment in the carrier phase between the
start and the end of the DR-derived trajectory is called
DR-derived TDCP Ag.

A® represents the difference between the observed and
DR-derived TDCP. According to our previous research [12],
the vertical components of the true and DR-derived trajectories
are identical. Therefore, the influence of satellite movement
and the vertical component of user movement are canceled
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out during this process
ADy;, = A" — AP’
. 1 .
=) (—Ad; — Adyy — EAd;]Aru,U)

. o 1 .
- w(—Ad; — Adyy — ymig,m,y)

= 27" (|Ar}] cos(a, —

— |A#2| cos(dy — ay) cos ).

as) cosf
(24)

A, denotes the DR-derived trajectory. Ar! denotes the
true trajectory. d,, is the azimuth of the DR-derived trajectory.

As discussed in our previous research [12], the DR-derived
trajectory AFI(t) = [Afun(t) AR p()]" is similar to the
true trajectory Arf (1) = [Ar,n (1) Aru,E(t)]T in shape but
has a constant rotation because of the occurrence of the initial
heading bias Ay

AR (1) = Cy Ay (1) (25)
where C! is the directional cosine matrix that transforms
the real n-frame to the misaligned 7-frame. The errors in
the misaligned 7-frame stem from the initial heading errors.
Moreover, the matrix C? can be approximated according to
the conversion from Euler angles to the attitude matrix [31]
as follows:

(26)

Ch— cos Ay —sin Ay
" sinAy cosAy |

Therefore, the initial heading bias Ay can be described
based on the azimuth of the DR-derived and true trajectories

Ay = dy, — a,. 27)

According to our previous research [12], [Ar}] is equal to
|A7}]. Thus, (24) can be expressed as

A(D(),tj.

cos(ay, — = —
|Ar?|cos@

as) + cos(dy, — ay). (28)

The azimuth of the true trajectory a, can be derived
from (28). Since the cosine value of both (a, — ay) and
(s — ay) is the same, there are two possible solutions of
o, to (28). However, only one of them is what we need. This

ambiguity can be eliminated in the following approaches.

1) Solving this equation with aid of the coarse positioning
solution from single-point positioning (SPP), since we
can roughly compute the azimuth from the delta position
vector, as y = arctan(Arg/Ary), where Arg and Ary
are the position changes in east and north direction,
respectively. Then, we are able to choose the correct
solution that is close to the computed v .

2) The principle of determining the correct solution using
measurements from multiple satellites is given as fol-
lows: since each satellite has a solution close to the
true heading, by comparing the solutions from multiple
different satellites, the correct solution can be deter-
mined. In addition, by choosing the solution with the
shortest distance to the GNSS-indicated result, we can
also determine the solution.

7505113

D. Practical Implementation

To obtain the calculated carrier phase of the point # =
[BLH ]T on the DR-derived trajectory, the position vector
7 in the geodetic curvilinear coordinate must be converted
to the point p = [x y z]T in the Cartesian coordinate. This
conversion can be completed by the following equations:

x =(a+ H)cosBcosL (29)
y=(a+ H)cosBsinL (30)
7= [a(1—62)+H]sinB. 3D

Here, a is the transverse radius of curvature of Earth and € is
the eccentricity of the ellipsoid.

The satellite positions ps = [x7 ¥/ zi]T can be derived from
an ephemeris. The distance d' from the point on the ground
to the satellite with pseudorandom noise (PRN) i is calculated
as follows:

; 2 N2 2
Ty =/ =)+ (=) + (=)
The TDCP of the DR-derived trajectory can be calculated as

Ay, =47 (dpp(t) — dpg(0).

The TDCP of the true trajectory is derived from the carrier-
phase observation measured by the GNSS receiver as follows:

Ady, = b — o (34)

where ¢ denotes the observations of the GNSS receiver.
The implementation process is presented in Algorithm 1.

(32)

(33)

Algorithm 1 Initial Heading Alignment Using Carrier-Phase
Measurement
INPUT: As}, ro, Abi—1, Aby, $r, do.

CALCULATE DR-DERIVED TRAJECTORY

1. Assign an arbitrary initial heading and form the initial
attitude matrix Cj(0).

2. Update the attitude matrix Cj,(#) with gyro-derived
measurements Af;_; and A6 using (9-11).

3. Update the DR-derived position ry with initial position
value ro and travel distance As; using (4-6).

4. Repeat step 2 and 3 until a DR-derived trajectory of
specific duration is generated.

CALCULATE TIME-DIFFERENCED CARRIER PHASE

5. Compute the TDCP of the DR-derived trajectory
A}, using (29-33).

6. Compute the observed TDCP A(%jl with carrier phase
observations ¢, and ¢, using (34).

CALCULATE INITIAL HEADING ANGLE

7. Compute the azimuth ¢, of the DR-derived trajectory
using (22).

8. Compute the azimuth a, of the true vehicle trajectory
using (28).

9. Compute the initial heading bias Ay using (27).
OUTPUT: Ay.
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III. ERROR ANALYSIS

According to (27), the initial heading angle Ay is calculated
based on the difference between the azimuth of the DR-derived
trajectory o, and the true trajectory a,. Thus, the error in
the heading angle comprises the errors of the DR-derived
trajectory azimuth and true trajectory azimuth, which can be
computed as follows:

OAF!
od, = : (35)
|Ar]
AP0 2
o, = arccos & (36)
|Ar7|cos6

where Jd, denotes the error of the DR-derived trajectory
azimuth and da, denotes the error of true trajectory azimuth.
JAF)  is the horizontal error component of the DR-derived
trajectory AF),. |Ary| is the length of the movement vector,
and we can observe that the heading alignment error is
inversely proportional to the length of the travel trajectory.
0Ado, represents the error in the observed TDCP. A is the
wavelength of the carrier phase. 6 is the elevation angle of
the satellite. Therefore, the initial heading estimation accuracy
is influenced by the error in the DR-derived trajectory and
the GNSS measurement. The equation above implies that
for a given travel length, i.e., |Ar)|, the more accurate the
DR-derived trajectory is, the more accurate the initial heading
should be. In contrast, the alignment error is inversely propor-
tional to the trajectory length.

In practice, several GNSS observations with different PRNs
can be measured in each epoch, which is identical to the
number of initial heading angles that can be calculated during
the process. Integration of these results improves the accuracy.
Therefore, an analysis of the accuracy of different satellites is
significant. According to (28), the angle between the azimuth
of the satellite and the trajectory (a, — ;) is a factor that
influences accuracy. The number of satellites also influences
the integration accuracy.

Subsequently, we will analyze the four main factors affect-
ing alignment, in order of importance. The four factors are
carrier-phase measurement error, satellite geometry, DR error,
and the number of satellites.

A. Impacts of Carrier-Phase Measurement Error

TDCP is used to denote the true trajectory and is calculated
by subtracting the carrier-phase observations between two
epochs. From the carrier-phase observation equation (12),
we can derive the equation of TDCP, which is expressed as

Agp =17 (Ad + Adt, — Aot®

— AT+ AT) + AN + Agy (37)

where A¢ is the TDCP of a satellite between two measuring
epochs. 1 is the wavelength of the carrier phase. Ad denotes
the increment of the absolute LOS distance between the
satellite and the receiver. Adt, and A6t represent the
increments in the receiver and satellite clock errors,
respectively. Al and AT denote the increments in the
ionosphere and troposphere propagation errors, respectively.
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Atmospheric propagation error in the TDCP can be
neglected [32]. It should be noted that Ad, Adt,, ASt®), A,
and AT represent distance measurement and are expressed
in units of meters. AN is the increment in the integer
carrier-cycle ambiguity. Assuming that the ambiguity does
not change during a short period, AN can be removed.
Aey represents the unknown error during the measurement.
In the carrier-phase observations, the precision of &4 is in the
millimeter scale, which implies that Aey is relatively small
and can be safely ignored [30].

Satellites contain highly stable atomic clocks that control
all onboard timing operations. According to [33], the rate of
change in the satellite clock error is typically 1-2 mm/s over
short intervals. This implies that the TDCP error introduced by
the satellite clock error is approximately 0.5-1.0 mm as long
as the alignment is finished in a short time, for example, 5 s.
The reason why we choose a period of 5 s is explained in IV-B.
Therefore, the satellite clock error can be safely ignored.

Generally, receivers contain quartz clocks, which exhibit
worse performance than the atomic clock. Quartz clocks not
only have a large clock bias but also change quickly. It is dif-
ficult to model this error due to the irregularity of its changes.
The receiver clock results in carrier-phase measurement errors
that are uncorrelated over space and time, which implies that
the receiver clock drift is the primary error in TDCP.

The receiver clock drift or accuracy varies for different types
of receivers. The high-quality geodetic receivers typically esti-
mate and compensate for the receiver clock drift every second,
while the low-cost receivers do not. Thus, Adt, of high-quality
receiver is small. For a low-cost GNSS receiver, the receiver
clock drift may be significant and must be considered in the
alignment. Fortunately, it can be estimated and compensated to
an acceptable accuracy level from GNSS positioning process-
ing and the residual Adr, after compensation is also relatively
small. The residual clock drift of the high-quality receiver does
not exceed 0.1 m/s [34], which implies that, in the worst case,
Ao,/ = 0.5 m, if the alignment period is set to 5 s. In the
most general case, we assume that [Ar| = 70 m and the
satellite elevation & = 45°. Then, the error of the cosine value
is 0.5 m/(70 m x cos45°) ~ 0.01. Assuming that the angle
between the azimuth of the satellite and trajectory (a, — ay)
ranges from 30° to 150°, the error in the carrier phase indicated
that the azimuth value da, ranged from 0.57° to 1.127°.

The maximum multipath error of the carrier-phase measure-
ment is 0.254 [35]. According to (36), the multipath leads to
a maximum 0.1° heading error supposing that |[Ar);| =70 m.

B. Impacts of Satellite Geometry

Satellite geometry is determined with the azimuth a; and
elevation angle 6 of the satellite, which will be analyzed
subsequently.

Solving the azimuth of the user trajectory a, using (28)
is a key step for calculating the initial heading angle, where
inverse trigonometric functions must be solved. Errors on the
right-hand side of (28) do not directly affect the azimuth of
the trajectory a,; however, they affect the cosine of (a, — ay).
Therefore, the same magnitude of errors on the right-hand side
of the equation will have a different impact on (o, — a) due
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to the difference in the value of (a, — aj) itself. According
to the properties of cosine functions, the corresponding delta
angle caused by the same delta cosine value is large when
the angle is approximately 0° and small when the angle
is approximately 90°. Let us consider the aforementioned
receiver clock error as an example; the unstable receiver clock
brings an uncertainty of 0.01 to the cosine, which will lead to
an uncertainty of 0.57° in (a, — a5) when (a, — a;) = 90°
and 8.11° in (a, — a5) when (a, — a;) = 0°. This implies
that the angle between the azimuth of the user trajectory and
satellite has a significant effect on the initial heading. When
the azimuth of the satellite is perpendicular to the azimuth
of the user movement, the initialization process will exhibit a
better performance. However, when the vehicle moves toward
the satellite, the accuracy of the heading angle will drop
rapidly.

Another factor is the elevation of the satellite. Equation (36)
clearly shows that the heading error is inversely proportional to
the cosine of elevation. Under the condition of identical TDCP
errors, when the elevation of the satellite 6 is close to 7 /2,
which implies that the satellite is almost directly above the
receiver, the TDCP error will be amplified and the accuracy of
the alignment will decrease significantly. However, when the
elevation is close to 0, the accuracy is not improved because
the error in the carrier-phase observations is larger. Therefore,
it is necessary to screen out the satellites with low and high
elevations.

C. Impacts of DR-Indicated Error

The DR positioning error is induced by gyro-derived attitude
and travel distance. Travel distance, which is measured using
the odometer or GNSS data, can be measured accurately.
Therefore, gyro-derived attitude is a major error source, which
can be divided into the following four parts.

1) Random Noise: Angular random walk (ARW) is often
used to represent random noise. The low-cost IMU,
i.e., ICM20602, which is used in our field tests, has
the ARW of 0.24°/h!/2. According to [13, p. 207], the
standard deviation of ensuring attitude error is dy =
ARW(1)'/2 = 0.24 x (5/3600)!/2 = 0.009° after 5 s of
integration, which is negligibly small.

2) Fixed Gyro Bias: Gyro bias can be modeled as a random
constant because the gyro bias changes slowly in the
short alignment period of time, e.g., 5 s. Fixed gyro
bias leads to an approximately linear attitude drift over
short periods of time. This can be initially estimated
by averaging the gyro measurements, while the IMU
remains stationary in practice. Since there exists Earth
rotation rate, which is about 15°/h, and the gyro noise,
which is about 7.2°/h when ARW is 0.12°/h'/2, an error
of (152 +7.2%)1/2 = 16.6°/h will lead to the estimated
bias. The attitude drift induced by the gyro bias does
not exceed 16.6°/h x 5 s = 0.02° within 5 s, which can
be ignored [12].

3) Cross-Coupling Error: For a land vehicle, the changes
in pitch and roll are usually small; therefore, the effect
of cross-coupling can be ignored.
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4) Scale Factor Error: The scale factor errors cause head-
ing errors when vehicles turn around. Typical MEMS
IMUs usually have a scale factor of 0.5% [12]. If the
vehicle turns at an angle of 90°, the gyro-derived attitude
error would be 90° x 0.5% = 0.45°. This attitude
error will eventually lead to an error in the azimuth of
the DR-derived trajectory, which is half of the gyro-
derived attitude error in the worst case when vehicles
turn around, i.e., 0.45° x 0.5% = 0.225°.

Therefore, from the above analysis, the DR error is primar-
ily induced by the gyro scale factor error, which can result in
a maximum of 0.225° of azimuth error.

D. Impacts of Satellites Number on Alignment

The error caused by the receiver clock drift exhibits a
different magnitude and direction of impact on the initial
heading. Let us consider a simple situation, in which two
satellites with the same elevation but different azimuth values
are symmetrical with respect to the vector of the increment
in the true vehicle position. The common-mode errors in
the TDCP, such as receiver clock errors, will lead to initial
heading errors that are identical in magnitude but opposing
in direction. Therefore, by averaging the results using these
two satellites, the error caused by the receiver clock drift is
eliminated. In practice, such ideal pairs of satellites generally
do not exist. However, if multiple satellites located in different
directions can be observed, averaging the heading solutions
obtained from these different satellites can significantly elimi-
nate the heading errors caused by common-mode errors in the
observations. As the number of available satellites increases,
the proposed algorithm becomes more robust since we have
sufficient observations allowing us to detect outliers in the
measurements.

Full determination of the impacts of the number and geom-
etry of available satellites through a theoretical approach is
complex. Here, we give two examples by assuming that there
are four satellites available to illustrate the best and worst
cases.

1) Best Case: Four satellites are symmetrically distributed
with respect to the direction of vehicle trajectory, and
assume the measurement of which have the same carrier-
phase error. The heading error of two pairs of these
four satellites is identical in magnitude but opposing in
direction. By averaging the estimated heading results,
a heading error will reduce to zero.

2) Worst Case: The four satellites are located in the same
direction of vehicle trajectory. Suppose that the error
of carrier-phase observations and DR are both in the
worst case, which assumes 5&0,,/1 = 0.5 m and dapr =
0.225°. Then, the heading error of one satellite is 8.11°,
and averaging does not have any improvement in align-
ment accuracy.

IV. EXPERIMENTS AND RESULTS

The proposed alignment method was evaluated and verified
using two different types of IMUs and two different types of
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Fig. 2.

Photographs of the field test equipment.

GNSS receivers, in both open-sky areas and challenging urban
environments.

A. Experiment Description

Experiments were conducted using a civilian land vehicle in
Wuhan, China. Fig. 2 shows the photograph of the experimen-
tal setup. In these tests, a high-quality GNSS receiver (OEM6,
NovAtel) and a low-cost GNSS receiver (M8P module,
u-blox) were used to collect the carrier-phase observations.
Two MEMS IMUs with different grades, i.e., STIM300
(Safran Sensing Technologies Norway) and ICM-20602
(InvenSense, TDK Group), were used to collect the raw
IMU data. STIM300 is a quasi-tactical grade MEMS IMU.
ICM-20602, a low-cost MEMS IMU chip, is integrated in
an INS-Probe, which is a self-developed MEMS GNSS/INS
integrated system [36]. STIM300 and ICM20602 recorded raw
IMU data at a sampling rate of 125 and 50 Hz, respectively.
A high-precision navigation grade position and orientation
system, named POS-A1S5, is used as a reference system,
which is able to provide heading reference accurate to 0.01°.
The antenna is a high-quality GNSS antenna (HX-CSX601A,
Harxon). The primary specifications of the equipment used in
this experiment are listed as follows.

1) GNSS Receiver: NovAtel OEM6, a high-quality GNSS
receiver, and u-blox M8P module, a low-cost GNSS
receiver module. They are used to verify the proposed
method using different types of receivers.

2) MEMS IMU: STIM300, a high-performance MEMS
IMU; ICM-20602, a low-cost MEMS IMU chip. They
are used to compare the performance of the method
when using IMUs with different accuracy. Table I lists
the parameters of these two IMU.

3) Independent reference system: POS-A15, which is capa-
ble of providing the reference attitude with an accuracy
of 0.01°.

Fig. 3 shows the test path under open-sky conditions, which

contains sufficient straight-line and curved segments to allow
the vehicle to experience different dynamics. Similar tests
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TABLE I
SPECIFICATIONS OF IMUS

Parameter STIM300 | ICM-20602
Gyroscope angular 02 024
random walk (°/+v/h)
Gyroscope bias 05 10
instability (°/h)
Accelerometer velocity 0.06 0.04
random walk (m/s/v/h)
/lkccelefrf)meter bias 50 25
instability (mGal)
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Fig. 3. Field test route under open-sky condition (from Google Earth).

were repeated in urban scenario in Wuhan dense city areas,
with the same equipment to verify the proposed method
under different hardware configurations and under different
environments.

B. Data Processing

We first take the experiments under open-sky conditions as
an example to analyze the results in detail and then repeated
the analysis procedure for other tests. The experiment under
open sky lasted about 50 min and can support 1506 alignment
samples with a 5-s alignment period. The choice of 5 s will be
explained later. The trajectory length of each alignment sample
was greater than 5 m. Each alignment sample was processed
independently with the data extracted from the raw IMU
data, single-frequency L1 carrier-phase observations at 1 Hz
of Global Positioning System (GPS) and BeiDou Navigation
Satellite System (BDS), and GNSS position solution at 1 Hz.
The alignment period was set to 5 s, considering the speed and
accuracy of the alignment. It should be noted that, although we
validated the algorithm by processing the collected data, the
proposed method can also be implemented in a real-time case.
Each sequence of carrier-phase observations in an alignment
sample can deduce an initial heading result. We used the
average of all observable satellite results as the result of the
alignment samples. The data processing steps are described as
follows.
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1) Extract synchronized raw IMU data, GNSS positioning
data, and carrier-phase observations for a period of 5 s
from the alignment start time. Choose the satellites with
sequence observations.

2) Process the alignment sample of each available satellite
from step 1 using Algorithm 1. Calculate the average
value of the initial heading results of each satellite as
the heading alignment of this sample.

3) Determine the alignment error by comparing the calcu-
lated heading results with the reference heading. The
calculated heading results are obtained from step 2 and
the reference heading result is provided by the reference
system.

4) Move the alignment start time to the next epoch. Repeat
steps 1-3 to calculate the next heading and determine
the next alignment error.

5) Repeat steps 1-4 to calculate the heading errors of the
next dataset.

It should be noted that the period of 5 s in step 1 is an
empirical value, which is chosen by considering both the time
efficiency and accuracy of the proposed alignment method:
1) it is desirable to finish the alignment procedure in as
short time as possible and 2) favorable accuracy should be
achieved within this chosen period. If the alignment period is
too short, for example, 1 s, the vehicle movement along the
LOS direction may be not long enough, which leads to a larger
alignment error. In contrast, a longer period means that the DR
navigator works standalone in longer time, which would lead
to a larger error in the DR-derived trajectory and result in an
accuracy degradation in alignment. Therefore, 5 s is chosen in
a compromised approach considering both the errors in both
DR-derived trajectory and the movement length.

C. Results

The top of Fig. 4 shows the heading errors of each indepen-
dent sample using measurements from STIM300 and the high-
quality GNSS receiver under open-sky conditions. The heading
error of each independent sample is obtained by averaging the
results of all satellites available at that moment, i.e., totally
9-23 satellites. Fig. 5 plots the cumulative distribution of the
alignment errors in the top of Fig. 4, from which we can read
that initial heading could be determined accurately to 0.65° at
a 95% confidence level within only 5 s. In a previous study,
Zhang et al. [2] proposed the velocity-based OBA method to
converge the initial heading alignment accuracy to 4° in 60 s.
Huang er al. [5] showed in his work that the best performance
of the previous method was a 2° heading alignment accuracy in
approximately 75-100 s. Wei et al. [25] proposed the carrier
Doppler-based initial alignment method that required approx-
imately 40 s to converge, and the average heading error after
convergence was 1.65°. Compared with previous research, the
proposed method performs better in terms of accuracy and
time efficiency.

In the top of Fig. 4, we notice that the heading errors of
certain samples are significantly larger than others, such as
samples 120, 220, and 400. By comparing the heading errors
with the motion of the vehicle, we find that these larger errors
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Fig. 4. Initial heading alignment errors (top) and the correlation with vehicle

steering rate (bottom) using STIM300 and NovAtel OEM6 receiver under
open-sky conditions.
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Fig. 5. CDF plot of initial heading alignment errors using STIM300 and
NovAtel OEM6 receiver under open-sky condition.

occurred when the vehicle turned around. To visualize this
phenomenon, we plot the vehicle steering rate together with
the alignment error in Fig. 4. It shows that the initial heading
errors are highly correlated with the turning motion of the
vehicle.

In the top of Fig. 4, we also notice that the initial heading
errors of certain samples are larger than others; however, there
was no significant turning motion of the vehicle, such as
in samples 836 and 1121. This occurred because the angle
between the azimuth of the satellite ag and user movement
oy has an impact on the accuracy of the initial heading.
Fig. 6 shows the correlation of the heading error dy and
the angle between two azimuths. The results of six satellites
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200

Fig. 6. Correlation of the initial heading errors dy and the angle between
the azimuth of the satellite ag and user movement oy . G refers to GPS and
C denotes BDS.

were chosen to illustrate this issue. They reveal that when
las — ay| approaches 0° or 180°, the maximum value of
the heading errors is marginally larger. Conversely, when the
delta azimuth is approximately 90°, the maximum value of the
heading errors is less. This implies that, when the azimuth of
the satellite is perpendicular to that of user movement, this
alignment will achieve the best performance. The maximum
value of the heading error increases at approximately 30° and
150°, and the heading errors in the azimuth range of 30°-150°
exhibited a similar performance in terms of maximum error.
Thus, we can conclude that the initial heading is more feasible
when the angle between the azimuth of the satellite a; and the
user movement a, ranges from 30° to 150°.

To verify the proposed method, we plot the cumulative
distribution function (cdf) curves of the alignment errors
using different individual satellites in Fig. 7; 22 satellites
with delta azimuth ranging from 30° to 150° were compared.
A comparison shows that this heading alignment accuracy
exhibits a good consistency by using different satellites. The
accuracy of the initial heading calculated by an individual
satellite alone ranges from 0.7° to 1.47° at a 95% confidence
level. Moreover, 18 satellites have a heading accuracy of less
than 1.0° at a 95% confidence level. When comparing the
heading errors calculated based on an individual satellite with
the average heading errors, as shown in Fig. 7, we notice that
initial heading alignment accuracy improves to some extent.

The proposed method was also verified using a low-cost
IMU chip, i.e., ICM20602, as shown in Fig. 8. Similar to
Fig. 4, the alignment errors are also the averages of all
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different individual satellites (NovAtel OEM®6, under open-sky condition).
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Fig. 8. Initial heading alignment errors using ICM-20602 and NovAtel OEM6
receiver under open-sky condition.

observable satellites, and the samples include the vehicle
turning-around scenes. This result shows that the proposed
method can achieve 0.85° at a 95% confidence level within
5 s using a low-cost IMU chip and high-quality GNSS receiver
under open-sky conditions. Compared with the result using
STIM300, the alignment accuracy using a low-cost IMU chip
under open sky has no significant degradation.

To verify the application of the proposed method when using
a low-cost GNSS receiver module, Fig. 9 shows the initial
heading errors of each independent sample based on u-blox
MBSP. Since the low-cost GNSS receivers do not estimate
and compensate for the receiver clock drift when generating
the observations, the accumulation of receiver clock drift
obtained from the SPP solution was used to compensate for the
observations. The results shown in Fig. 9 are the averages of all
observable satellites. The alignment samples include turning-
around scenes. The results show that the proposed method can
achieve 0.93° at a 95% confidence level within 5 s using high-
performance MEMS IMU and low-cost GNSS receiver module
under open-sky conditions. Compared with the result using a
high-quality GNSS receiver, the alignment accuracy using a
low-cost receiver under open sky has no obvious degradation.
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Fig. 9. Initial heading alignment errors using STIM300 and u-blox M8P

GNSS receiver module under open-sky condition.
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Fig. 10. Initial heading alignment errors by using STIM300 and NovAtel
OEM6 GNSS receiver in typical urban environments.

To verify the application under urban environment, the
proposed method was also tested in typical urban scenarios
in Wuhan dense city areas, including boulevards, on viaducts,
and between buildings. This field test used the same equipment
as mentioned in Section IV-A. This experiment lasted about
2.5 h. The data can support 3083 alignment experiments with
a 5-s alignment period, excluding GNSS-denied environments
(e.g., tunnels) and low-speed situations.

Fig. 10 shows the heading errors of each independent
sample based on STIM300 and NovAtel OEMBS6, in a typical
urban scenario. We can notice that the heading errors of certain
samples are significantly larger, and this is because the test
contains some harsh scenarios, such as the GNSS signal just
recovered (sample 242) or the vehicle turning (sample 1909),
which cause serious deterioration of GNSS carrier phase. The
result shows that even in a complex urban environment, the
proposed method can reach the accuracy of 1.68° at a 95%
confidence level with a 5-s alignment period. Fig. 11 shows the
heading errors based on a low-cost GNSS receiver, i.e., u-blox
MS8P module in the same test as in Fig. 10. The result shows
that in a complex urban environment, the proposed method
with a low-cost GNSS receiver can reach the accuracy of 5.19°
at a 95% confidence level with a 5-s alignment period.

Table II compares the statistical results for the tests above
under different conditions and with different hardware con-
figurations. The heading errors in open-sky environment are
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Fig. 11. Initial heading alignment errors by using STIM300 and u-blox M8P

GNSS receiver module in typical urban environments.

TABLE II

STATISTICS OF THE INITIAL HEADING ALIGNMENT ERRORS
FOR DIFFERENT TEST CONFIGURATIONS

Test Configuration Heading Error (°)

Scenario IMU GN.SS CDF95 | RMSE Max

Receiver

NovAtel
STIM300 OEMS6 0.65 0.27 1.66

Open NovAtel
Sky ICM20602 OEMS6 0.85 0.47 1.97
STIM300 “1;}[’{1;‘;," 0.93 0.42 | 2.33
stivzo0 | NOVAEL T 168 | 096 | 14.46

Urban Blox

STIM300 M8P 5.19 3.65 53.49

obtained by averaging the results of all satellites, while the
heading errors in complex urban environment only use the
satellites with delta azimuth ranging from 30° to 150°.
The accuracy decreased in the urban environment, especially
when using a low-cost GNSS receiver module. The reasons for
the decrease are most likely two aspects: 1) the GNSS signals
are frequently reflected, blocked, and weakened in urban
environments, which cause serious deterioration of GNSS
carrier phase, and 2) the low-cost GNSS receivers do not
perform well in the quality control of observations since the
main goal of the low-cost GNSS receiver is to ensure the
continuity of observations and positioning as much as possible.

D. Discussion

This article proposes a rapid and accurate heading initial-
ization method using TDCP, achieving an accuracy of 0.65°
with 95% confidence level within only 5 s under open-sky
conditions, using high-performance MEMS IMU and high-
quality GNSS receiver. One reason that the proposed method
can achieve such accuracy is that the TDCP can provide accu-
rate relative measurements with centimeter or even millimeter
accuracy levels.

In this article, a straightforward approach by averaging is
used to combine the heading results from multiple satellites to
give the final initial heading. The accuracy of estimated head-
ing is more reasonable when using a weight least squares (LS)
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Fig. 12.  RMSE of the initial heading with respect to initial position error.

or KF, especially in the urban environment. However, when
there are a large number of high-quality observations, the
advantage of using a weight LS or KF will not be that
significant.

In theory, the proposed method can be used even under low
satellite visibility. The experiment shown in this article was
performed under open-sky area and used GNSS to provide
the travel distance, which implies that at least four satellites
are required. However, if an odometer is used instead of
GNSS to provide the travel distance for the DR calculator,
the proposed method can be performed with less than four
satellites. Section II-C describes the calculation of the initial
heading using the observations of only one satellite; however,
there are two solutions of a, to function (28). This uncertainty
can be eliminated by at least two satellites’ solutions to
function (28). Thus, the worst case where the method can
be used is when only two satellites are visible. According to
Fig. 7, the solution of an individual satellite generally achieves
an accuracy of 1.0° at a 95% confidence level. This implies
that the proposed method can rapidly and accurately obtain
the initial heading even under low satellite visibility, which is
significant in urban complex environments.

It should be noted that the proposed method is not sensitive
to initial position errors, which is a requirement for the DR
calculator. If an error exists in the initial position, under
the condition that the error is not significantly large, for
example, under 2 km, then we can consider that only a
translational motion has occurred in the DR-derived trajectory
when compared to error-free trajectory, which has a minimal
effect on the azimuth of the trajectory. To verify the effect
of the initial position error on heading alignment, Fig. 12
shows a plot of the RMSE of the alignment samples when
an initial position error exists, using the dataset used in Fig. 4
whose RMSE is 0.27° when there is no initial position error.
A certain position error disturbance (0.2-3 km) in the two
orthogonal directions in the horizontal plane was separately
added to the initial position. The corresponding alignment
results were calculated and its RMSE was determined and
plotted in Fig. 12. Fig. 12 shows that when the initial position
error is 2 km, the RMSE value of the initial heading error
is less than 0.7°, whereas the RMSE value of the initial
heading error with no initial position error is 0.27°. In general,
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an approximate initial position can be easily obtained for a
vehicle as the last assembly position is usually saved locally
in the vehicle. Thus, this method can be practically applied to
vehicles, even under low satellite visibility.

V. CONCLUSION

In this research, we proposed an initial heading alignment
method for MEMS INS using the GNSS carrier-phase mea-
surement based on the basic principle of trajectory similarity.
The proposed method performed the trajectory matching in
the LOS directions of satellites, where the angle is obtained
by comparing the actual observed TDCP and INS-derived
TDCP. Experimental results showed that the proposed method
can achieve an accuracy of 0.65° and 1.68° with a 95%
confidence level in only 5 s under open-sky conditions and
in typical urban environments, respectively, using a typical
MEMS IMU and a high-quality geodetic GNSS receiver.
Similar experiments using a low-cost IMU chip or a low-
cost GNSS receiver module under different environments were
also used to verify the proposed method. The results showed
that this method exhibits considerable advantages in terms of
rapidity, accuracy, and applicability when compared to existing
alignment approaches.
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